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Abstract—The ever-rising complexity of computer systems
presents challenges for maintaining security and trust throughout
their lifetime. As hardware forms the foundation of a secure
system, we need tools and techniques that support computer
hardware engineers to improve trust and help them address
security concerns. This paper highlights a vision for tools and
techniques to enhance the security of digital hardware in earlier
stages of the digital design process, especially during design
with hardware description languages. We discuss the challenges
that design teams face and explore some recent literature on
understanding, identifying, and mitigating hardware security
weaknesses as early as possible. We highlight the opportunities
that emerge with open-source hardware development and sketch
some open questions that guide ongoing research in this domain.

I. INTRODUCTION

Designing computer systems is challenging. Not only do
designers have to work hard to satisfy functional requirements
(often under considerable time pressure), but increasing device
interconnectivity and desire for computers in sensitive applica-
tions introduce security requirements into the fold. Naturally,
we want to identify potential shortcomings in security in
earlier stages of digital design, thus building trust in our
overall system. Building trust earlier in design by identify-
ing and addressing potential weaknesses is also beneficial
because as we progress through the design process, the cost
of design changes considerably increases. As best practice,
designers should consider adopting a security development
lifecycle (SDL) (e.g., [1]) where a security mindset is adopted
throughout the design process. Teams need to define security
objectives, formulate meaningful threat models, implement,
and then verify and validate security mechanisms. Careful
thought about support over the lifespan of a released product
in the field is needed.

However, while software designers have at their disposal
many potential tools to help with security throughout the
design flow (e.g., [2]), hardware designers do not yet have such
luxury [3]–[5]. In fact, systemization of how we think about
security weaknesses is emerging and evolving, with recent
efforts like the introduction of the hardware Common Weak-
ness Enumerations (CWEs) [6] and standardization efforts
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like Accellera’s Security Annotation for Electronic Design
Integration Standard (SA-EDI) [7] and IEEE’s P3164 working
group [8] revealing industry-led efforts to tackle security
issues. Recent competitions like Hack@DAC [4], [9] seek to
raise awareness and engagement with security bugs.

Even so, there remains a gap between the accessibility of
(hardware) cybersecurity expertise and the need for secure
design. As hardware forms the foundation of a secure sys-
tem, we need tools and techniques that support computer
hardware engineers to improve trust and help them address
security concerns. How do we choose what security fea-
tures to implement? How do we check our designs, even if
designs are not yet complete? How do we build trust, even if
designers are not security experts? Such questions are not
easily solved.

Towards the goal of building trust in digital systems, this
paper highlights a vision for tools and techniques to enhance
the security of digital hardware in earlier stages of the digital
design process and some of the progress our team has made
in this quest for improving security. We discuss the challenges
that design teams face and explore some recent literature on
understanding, identifying, and mitigating hardware security
weaknesses as early as possible. With the emphatic growth in
open-source hardware design, there is an opportunity to learn
from and contribute to open-source ecosystems in pushing our
understanding and handling of security challenges.

The rest of this paper is as follows. Section II provides
background on the area of hardware security bugs and the
motivation for wanting tools and techniques to support things
earlier in design. In Section III, we discuss some of our recent
work in the area and highlight some open challenges, and
present some related work in Section IV. Section V concludes.

II. BACKGROUND AND MOTIVATION

Hardware security is a wide and varied field, and our
understanding of risks continues to evolve. There are potential
security issues such as threats in the supply chain (especially
given globalized production [10]), the potential for malicious
modifications [11], or even perhaps unintentional bugs [4].
Others include issues that can manifest physically (e.g., side-
channels [12]). There are many potential solutions for different
security challenges such as new mechanisms [13] and the
domain features back-and-forth developments, likened to “cat-
and-mouse” games for attacks and defenses (e.g., in logic
locking [14]). Naturally, to build trusted systems, we want
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Fig. 1. A vision for tools and techniques to help with building trust in early
stages of design

to choose and combine the “best” security solutions available.
However, what is “best” is determined on a case-by-case basis;
designers might need to favor one design metric over another,
such as keeping area overhead low, maximizing performance,
or improving usability—sometimes at the cost of security.

Given the plethora of options available, security-driven de-
sign remains largely a human-in-the-loop endeavor. Choosing
how best to go about improving trust requires creativity and
value-based judgment. Even the process of deciding what is
important (i.e., identifying assets) is subjective and requires
some level of security expertise and a handle on designer
intent [15]. However, when there are humans involved, there
is the risk of unintentional mistakes – in other words, there
is a potential for bugs, a design defect that might result in
unintended behavior (noting, of course, that designer intent is
often imperfect, incomplete, or implicit [16]). Design bugs
can appear throughout the design lifecycle, ranging from
improperly captured (or even defined) specifications to literal
typographical errors in the code.

How can we effectively find and deal with bugs? This
question motivates the “quest” outlined in this paper. While
one can (and should) think about security throughout the
lifecycle, our team’s work is especially concerned with what is
possible at early stages of design, i.e., during RTL implemen-
tation and earlier. Why? If we find bugs early in design, we can
make lower-cost changes to reduce risk and avoid calamities
should an exploitable vulnerability “escape” in a final product.
Working at RTL and earlier improves the likelihood that we
have at our disposal more markers of designer intent, ranging
from code comments, signal names, specification documents,
and such – we can work with designers to give guidance (and
hopefully improve security awareness) as well as receive guid-
ance (for example, on the validity of an identified weakness).
How early do we envision? As early as possible, potentially
even before we finalize security objectives and threat models
– this entails adaptable and flexible analyses. As of today,
there is no panacea when it comes to identifying security
weaknesses [4], [5]. Fig. 1 illustrates a vision for tools and
techniques that can assist designers in building trust.

Recent efforts like the hardware CWEs [6] provide a
means to categorize and reason over security weaknesses in

a common framework, but how one can use the framework,
e.g., for implementing automated detection tools or informing
designers, remains an open challenge. Another industry-led
effort, the SA-EDI standard [7] (now transitioned to an in-
progress IEEE proposed standard, IEEE P3164), captures the
idea that security is a collective responsibility by aiming for
a standardized format for security-related collateral associated
with an IP – a system integrator can use the information to
make an “informed decision at the time of IP integration”
and lead to actions like “implement[ing] mitigations” or even
deciding that the risks are out of scope” [7]. To the best of our
knowledge, uptake of the standard has been low, perhaps partly
due to the onerousness of populating the fields required (by
hand). Can we automate things? If so, how much automation
should we have? In light of everything discussed so far, some
of the open questions include (and are not limited to):

• Bugs, bugs, bugs: How can we detect different kinds
of security weaknesses and bugs? Are there some types
of bugs that are inherently more (or less) amenable to
certain types of analyses?

• Humans-in-the-loop: How can we maximize human
expertise and intent in building trust? Is there a space
between the extremes of having everything manually
crafted and fully automated? How do we support the
design processes currently used by design teams?

III. RECENT DIRECTIONS

Given our discussion of the motivation for our work, this
section provides an overview of some of the directions we
have been pursuing, emphasizing what we consider to be some
open challenges. We also provide interested readers with a
non-extensive overview of related work.

A. Static Analysis

In pursuing security analysis at earlier design stages, we
looked at static analysis [5]. Static analysis focuses primarily
(if not solely) on source code, thus obviating the need for
other design collateral (such as testbenches and a functioning
simulation environment). In some cases, analyzing incomplete
code is even possible. In that work, we identified five CWEs,
CWE-1234: Hardware Internal or Debug Modes Allow Over-
ride of Locks, CWE-1271: Uninitialized Value on Reset for
Registers with Security Settings, CWE-1245: Improper Finite
State Machines (finite state machines (FSMs)) in Hardware
Logic, CWE-1280: Access Control Check Implemented After
Asset is Accessed and CWE-1262: Improper Access Control
for Register Interface, as amenable to pattern recognition
in a “context-less” fashion. This means that we could craft
scanners to identify potential instances of these weaknesses
without requiring additional context from a designer, such as
specific assets or design intent, as these weaknesses could be
considered “general”.
CWEAT [5] showed that certain CWEs can be detected

during the early RTL Implementation, where we were able to
highlight 180 instances of potential weaknesses, reducing the
search space for manual checking. However, while promising,



several challenges emerged – as with any imperfect detection
system, there is the risk of false positives that can distract,
confuse, or burden a human operator. As such, more work
is needed to reduce the “noise.” We did, however, find that
similar scanning could be used in cases where the RTL code
is more structured, such as that generated through HLS [17].
In investigating the CWEs, we found that several entries are
quite “broad” – given that we only looked at five of (as of
writing) 108 hardware-relevant CWEs, we surmised that the
remaining require much more context. In other words, scanners
need to incorporate design- or project-specific information to
guide the identification of areas of concern. As of now, we
lack robust solutions for context-inclusive scanning.

B. Large Language Models (LLMs)

The recent emergence of large language models (LLMs) has
inspired a flurry of research activity (readers might find the
recent survey [18] useful). Keeping the focus on source code,
we have investigated LLMs for detecting potential security
bugs [19], repairing bugs [20], and assertion generation [21].
In many ways, these works could be considered a type of
“static analysis,” as previously discussed, at least when using
LLMs without “feedback” (such as from a simulation or
formal verification tool).

Our proof-of-concept implementations1 show that there is
the potential for using models to help designers, although
sometimes with numerous requests to the LLMs. We speculate
that their usefulness will increase over time, at least while
new LLM models continue to exhibit increased performance
in general. However, like other LLM-centric solutions, LLM
shortcomings remain, such as hallucination or mixed-quality
in their outputs (such as security [22]). Prompt engineering
and verification/evaluation of LLM outputs are some of the
challenges we continue to face. As of now, we postulate that
the more “interactive” nature of LLMs (e.g., for “chat”) can
provide opportunities to more directly inform designers or
act as an interface for designer guidance. For example, our
recent work investigated using LLMs to explain EDA tool
error messages to novice users [18].

C. Learning from Open Source Processes

With the rise in open-source hardware projects (e.g., Open-
Titan [23]) and heterogeneous SoCs, there is an opportunity to
learn from hardware development. This is especially pertinent
from an academic point of view, given that access to internal
details of commercial designs is understandably unlikely.
Having access to designs written in HDLs is very useful for
experimentation and analysis, and efforts like Hack@DAC
(part of the Hack The Silicon series [9]), TrustHub [24],
CAD4Security [25] and CAD for Assurance [26] have enabled
scores of research, including ours. Even so, the quantity of
open-source hardware remains orders of magnitude less than
software, with datasets of known bugs even more scarce.

What we do have available, however, can be very interest-
ing. In our recent work [27], we have begun to look beyond the

1e.g., https://zenodo.org/records/10416865

RTL code and into the discussions accompanying digital de-
sign, where human developers identify potential bugs, discuss
them, and implement fixes. By looking at behaviors, such as
the nature of identified issues, the magnitude of code changes
between commits, and the levels of discussion, we can start to
build a more holistic view of the development process. When
we manually examined OpenTitan, we found that 53% of the
bugs identified during its development (in the period that we
examined) had potential security implications and that 55% of
all bug fixes changed only a single file. We think that more
consideration of open-source projects can reveal new insights,
and as more projects emerge and activity increases (and we
hope they do), this opportunity will grow.

IV. SELECTED RELATED WORK

Finding hardware security bugs in the design stage at RTL
requires considerable security expertise, especially for manual
analysis [3], [4], [28]. There exist some specialized approaches
that require experts to devise information flow properties for
formal verification and simulation [29]. Security invariants are
mined in [30], and testing approaches like concolic testing
(e.g., [31]) or fuzzing (e.g., [32]) are emerging. There are
a few approaches for security analysis during RTL design,
e.g., the construction and analysis of hyperflow graphs [33],
and progress toward the automation of various security tasks,
such as asset identification [34] and security property re-
use [35]. Notably, few works attempt to deal with security
feedback as you go; the automated verification environment
for HDLs is far less mature compared with the state-of-the-
art for higher-level computer programming (which has several
security-focused static analysis tools—e.g., nearly 100 listed
on OWASP [2]). Several tools provide linting capabilities for
RTL (e.g., [36]), but these do not yet focus on highlighting
security weaknesses. As previously discussed, LLMs provide
opportunities for early-stage security assistance [37], such as
property generation [38].

Related literature deals with hardware Trojans (HTs) detec-
tion [11]; if we consider bugs to be “unintentional” artifacts,
HTs are complementary “intentional” malicious insertions.
There are techniques for HT detection (e.g., [39]–[41]) that
attempt to localize suspicious design parts using heuristics or
ML techniques. While they can serve as a starting point for se-
curity big detection, they do not usually apply to earlier design
stages or propose repair techniques for security weaknesses.
While research into automatic program repair in software
engineering is mature [42], similar efforts for hardware design
lag, but recent work is promising [20], [43], [44].

V. CONCLUSIONS

We gave insights into our vision for tools and techniques
to enhance the security of digital hardware in earlier stages of
the digital design process. We discussed recent literature on
understanding, identifying, and mitigating hardware security
weaknesses as early as possible and outlined some ongoing
challenges and opportunities, especially those that continue to
emerge with open-source hardware development.
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