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Abstract—Physical memory protection is a hardware mecha-
nism designed to prevent unauthorized access to specific memory
regions, enabling the deployment of Trusted Execution En-
vironments (TEEs). The RISC-V instruction set architecture
specifies PMP for RISC-V cores but leaves other system bus
masters as found in heterogeneous computing systems out of
scope. This work presents Protego, an open-source I/O physical
memory protection (IOPMP) unit based on the RISC-V PMP
specification that extends PMP to other system bus masters.
We demonstrate that Protego is effective in protecting sensitive
data in memory and preventing unauthorized access at small
hardware costs of below 40 kGE for a 64-bit system and negligible
performance impact, making it a valuable tool for creating TEEs
in heterogeneous computing systems.

Index Terms—security, heterogeneous computing, physical
memory protection, trusted execution environment, RISC-V

I. INTRODUCTION

As computing systems become more complex and multi-
functional, the potential for bugs and security vulnerabilities
increases with an ever-growing software stack. Additionally,
these systems are frequently entrusted with confidential infor-
mation while simultaneously executing tasks of varying levels
of trustworthiness.

A widely-employed strategy to address this threat is min-
imizing the trusted code base as much as possible. This
objective can be accomplished through utilizing trusted ex-
ecution environments (TEE) that rely on hardware-supported
memory protection in order to isolate an execution environ-
ment from a potentially untrustworthy operating system (OS).
The RISC-V privileged specification [1] describes support
for a memory protection mechanism called physical memory
protection (PMP), and several RISC-V implementations have
incorporated it into their designs [2].
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In a heterogeneous computing system, other system bus
masters besides RISC-V cores may co-exist. For instance,
these could be direct memory access (DMA) engines, other
accelerators, non-RISC-V-compliant processors, or off-chip
master ports. The existing RISC-V PMP specification does not
apply to such devices. Therefore, the RISC-V community has
proposed and discussed an I/O physical memory protection
unit (IOPMP), which imposes memory protection rules for
such peripheral devices [3]. Figure 1 illustrates such a system
configuration.

In this work, we present Protego, an open-source IOPMP
unit for the RISC-V ecosystem implemented in SystemVerilog.
We demonstrate its effectiveness in protecting system memory
from unauthorized access by all masters in the system and
show that Protego has a low hardware overhead while not
impacting the overall system performance.

The remainder of this paper is structured as follows: Sec-
tion II elaborates the background and related work. Section III
presents the proposed architecture of Protego. We evaluate
the hardware overhead and performance implications of this
implementation in Section IV. Finally, Section V concludes
this work.

II. BACKGROUND AND RELATED WORK

A. Trusted Execution Environments

Trusted Execution Environments (TEEs) provide secure
isolation of sensitive computing tasks [4]–[6]. Their key idea
is to reduce the trusted computing base (TCB) to an absolute
minimum, e.g., by excluding the underlying operating system
(OS) or hypervisor from the TCB. Not only software but also
external attackers and devices such as peripherals are supposed
to be restricted from accessing code and data inside the TEE
using dedicated hardware mechanisms.

On RISC-V, the Keystone framework [7] provides TEEs
using physical memory protection (PMP) [1]. Schneider et
al. have ported PMP and Keystone to CVA6, an open-source,
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Fig. 1. Example illustration of a heterogeneous system equipped with Protego.

application-class, 64-bit RISC-V core [2], [8]. These additions
focus on systems where PMP-capable RISC-V cores are the
only bus masters. To protect systems with heterogeneous
interconnect masters in a similar fashion, PMP needs to be
extended to those non-compliant masters.

B. RISC-V IOPMP Proposal

Concurrently to this work, the RISC-V community has
drafted a first version for a RISC-V IOPMP specification [3],
[9]. The proposal designs the IOPMP unit to be placed on
the slave side of the memory interconnect, directly before
the protected slave. As a consequence, each master’s memory
requests are tagged with a source ID (SID).

In contrast, Protego is intended to be placed on the master
side of the interconnect, see Figure 1. This prevents illegal
memory accesses from entering the interconnect in the first
place, mitigating potential denial-of-service attacks by a ma-
licious AXI master.

An in-depth comparison of both architectures, including
their respective hardware implications, is an item for future
work.

III. ARCHITECTURE

Protego features a slave and a master AXI port, as well as a
configuration register interface. The slave AXI port connects
to an otherwise unprotected AXI master. The master AXI
port forwards allowed transactions to the downstream memory
system, e.g., by connecting to an AXI interconnect. The
configuration register interface is used for setting up the PMP
rules enforced by Protego.

A. Configuration

Protego’s configuration registers are adapted from the con-
ventional RISC-V PMP control and status registers (CSRs)
defined in the RISC-V privileged specification [1], which
defines a parametric number of entries. For each such IOPMP
entry x, there are two configuration registers as shown in
Figure 2:

51 0
iopmp_addrx addr[54:2]

52
7 5 6 3 4 2 1 0

iopmp_cfgx L reserved Mode X W R
1 2 2 1 1 1

Fig. 2. Protego’s configuration registers for entry x. Adapted from the RISC-V
PMP specification [1].

iopmp_addrx holds the base address (and size) of the
memory range that the corresponding IOPMP entry applies
to, right-shifted by two bits. The encoding corresponds to that
of pmpaddr in the RISC-V privileged specification [1].
iopmp_cfgx has five fields: The ‘R’, ‘W’, ‘X’ fields

define the read, write, and execute permissions, respectively.
‘Mode’ holds the IOPMP entry’s mode and can be set to
disabled (OFF, 0), top of range (TOR, 1), naturally aligned
four-byte region (NA4, 2, only selectable if the IOPMP’s
granularity is 4 bytes) and naturally aligned power-of-two
region (NAPOT, 3). These modes are detailed in the RISC-V
privileged specification [1]. Finally, ‘L’ can be set to lock the
IOPMP entry until the system is reset.

During startup, a trusted, privileged entity, such as a secure
monitor, can set up system-wide physical memory protection
by configuring all PMPs (RISC-V cores) and IOPMPs (other
system bus masters). This includes the address range of the
memory-mapped IOPMP configuration registers themselves to
ensure that the IOPMPs cannot be reconfigured by malicious
masters. The IOPMP configuration and locked PMP entries
become effective immediately, while non-locked PMP rules
only take effect after dropping into lower-privileged, untrusted
software.

B. Implementation

Internally, Protego features two PMP units that check the
legality of any read or write request against the PMP con-
figuration. Burst requests are checked for not exceeding a
single 4 KiB-aligned memory range, as demanded by the AXI
specification. If the checks pass, an AXI Demux [10] forwards
the request to the AXI master port of Protego. Otherwise, it
sends the request to an Error Slave, which returns an error
response over the AXI slave port to the AXI master.

IV. EVALUATION

A. Functional Evaluation

To evaluate the efficacy of our proposed unit, we instan-
tiate a system featuring two memory bus masters: a PMP-
equipped 64-bit RISC-V core (CVA6 [8] and a DMA engine
(iDMA [11]) protected by Protego. We execute a DMA attack
without and with IOPMP in place. The output of this program
is shown in Listing 1, indicating the following sequence of
events:

a) Lines 1-7: The test is initialized. A 4 KiB-aligned
source value is initialized to 0x2A, while a second 4 KiB-
aligned destination array is zeroed. The PMP and IOPMP are
probed.
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Fig. 3. Protego architecture.

Listing 1
DMA ATTACK OUTPUT.

1 Hello CVA6 from iDMA!
2 Source array @ 0x0000000080FFE000
3 Destination array @ 0x0000000080FFD000
4 Detect PMP: PMP0 detected
5 PMP granularity: 00000008
6 IO-PMP0: detected
7 IO-PMP granularity: 00001000
8 iopmp_addr0: 003FFFFFFFFFFFFF
9 iopmp_cfg0: 000000000000001F

10 Test register read/write
11 Initiate dma request
12 Start transfer
13 transfer_id: 00000002
14 done_id: 00000002
15 dst[0]: 0000002A
16 Transfer finished
17 Try reading dst: 0x000000000000002A
18 Try reading dst: 0x000000000000002A
19 Transfer successfully validated.
20 Reset destination array.
21 IO-PMP: Lock src array.
22 iopmp_addr0: 00000000203FF9FF
23 iopmp_cfg0: 0000000000000018
24 Initiate dma request
25 Start transfer
26 transfer_id: 00000003
27 done_id: 00000003
28 dst[0]: 00000000
29 Transfer finished
30 Try reading dst: 0x0000000000000000
31 assertion failed: dst
32 Spin-loop.

b) Lines 8-9: Protego is configured to allow all accesses
(feed-through) by setting all bits of iopmp_addr0 (match
all), setting the mode of entry 0 to NAPOT and permitting
reads, writes, and execution.

c) Lines 10-19: iDMA is programmed to load the source
array into the destination array. The transfer succeeds, as the
destination now reads 0x2A.

d) Lines 20-23: The destination array is reset (zeroed),
and Protego is configured to disallow memory access to the
source array by setting iopmp_addr0 to the source array’s
address, right-shifted by two (the trailing ones indicate a 4 KiB

TABLE I
DEFAULT PARAMETERS OF PROTEGO USED FOR EVALUATION.

Parameter Value

AXI4 address width 64 bits
AXI4 data width 64 bits
AXI4 ID width 4 bits
AXI4 user width 1 bit
Inflight transactions 4
Number of IOPMP entries 16
IOPMP granularity 4 KiB

range), and by setting iopmp_cfg0.Mode to NAPOT and
clearing the read, write, and execute flags.

e) Lines 24-31: Once again, iDMA is programmed to
load from the source to the destination array. As expected, the
access fails this time, as the destination array still reads 0 after
the transfer.

Hence, we conclude that Protego is effective in protecting
the memory region of the source array. Steps to reproduce this
experiment, including its source code, are available online at
https://github.com/pulp-platform/axi-io-pmp.

B. Hardware Costs

To evaluate the hardware overhead of Protego, we synthe-
size the design in GLOBALFOUNDRIES 22FDX technology
in typical corners (0.8 V / 25 °C). We assume the default pa-
rameters for Protego as listed in Table I. We vary the clock
frequency between 500 MHz and 2 GHz. We constrain the I/O
delays to 30 % of the clock period.

Figure 4 shows the Area of the design constrained to
different clock period constraints and converted into kilo gate
equivalent (kGE). It ranges from approximately 36 kGE for a
500 MHz synthesis run up to 42 kGE at 2 GHz.

To study the contributions of the different sub-components
of Protego to the overall design area, we run synthesis with
cycle time constraint of 700 ps (1.4 GHz frequency) while pre-
serving the hierarchical module boundaries. The corresponding
area breakdown is shown in Figure 5. The main contributors
to Protego’s design area are the configuration registers and
the two PMP units, which occupy approximately 30 % of the
total design area, each. The remaining area is used by the AXI
Demux, the AXI error slave, and glue logic in the top level.

C. Performance Implications

To analyze Protego’s performance implications in terms of
cycle latency and throughput, we focus on the path between
the AXI master and slave ports. Most components on this
path, particularly the PMP units and the bound check, are
purely combinatorial, meaning that they process and propagate
beats within the same clock cycle. The AXI Demux [10]
contains sequential state to track in-flight transactions and
may stall when the selector changes while there are in-flight
transactions downstream to preserve ordering and comply with
the AXI4 protocol. In the case of Protego, such a stall may
occur after accessing an illegal memory address, which causes
the aforementioned switch of the AXI Demux select. We

https://github.com/pulp-platform/axi-io-pmp
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Fig. 4. Area versus timing of Protego.
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Fig. 5. Hierarchical area breakdown of Protego at 1.4 GHz.

assume that in the common case, AXI masters generally access
permitted memory regions, meaning that the AXI Demux
maintains a direct feed-through connection between Protego’s
AXI master and slave ports. This implies a zero-cycle latency
overhead and full throughput as long as all accesses succeed.
If Protego lies on a critical path on a system level, it may be
desirable to add an AXI Cut [10] before or after the module.
This would prevent Protego from introducing timing violations
at additional hardware costs and an extra cycle of latency.

V. CONCLUSION

In this paper, we present Protego, a fully open-source, zero-
cycle latency IOPMP unit that enables physical memory pro-
tection in heterogeneous computing systems. We demonstrate
that Protego is capable of preventing DMA attacks that bypass
conventional PMPs while allowing for full throughput and
no added latency. Protego’s hardware overhead is small at
approximately 40 kGE, and it can be synthesized at up to
2 GHz in GLOBALFOUNDRIES 22FDX technology.

To the best of our knowledge, Protego is the first open-
source hardware implementation of an AXI-compliant IOPMP.
There is significant potential for further exploration, for in-
stance, by comparing Protego to the recently drafted RISC-V

IOPMP specification and the IOPMP architectures based on
it.

The source code of Protego is available online at https://
github.com/pulp-platform/axi-io-pmp.
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